
1) EXECUTIVE OVERVIEW — Why a
Framework-First Methodology Matters
What FFDX is.
FFDX is a systematic, repeatable approach to evaluating developer documentation. It uses
predefined criteria, reproducible drills, and quality controls to deliver implementation-
ready recommendations—not just findings.

Why it matters for Anthropic.
Your docs must support fast onboarding, clear incident recovery, and discoverability of
new capabilities as the API evolves. A framework-first method gives you a consistent way to
measure and improve those outcomes over time.

How it differs from traditional audits.
Conventional reviews tend to be slow, subjective, and one-off. FFDX is process-driven: the
rigor is in the rubrics, drills, and verification, so execution is efficient and comparable
quarter to quarter. AI accelerates research; humans design the method, verify facts, and
author strategy.

Concrete signals from this assessment (observed in our session).

Takeaway.
FFDX turns documentation assessment into a repeatable capability with clear metrics and
actionable roadmaps, aligned to Anthropic’s emphasis on safety, transparency, and
systematic practice.

2) METHODOLOGY BLUEPRINT — How the
System Works
The five phases (with deliverables).
1) Charter — Define scope, success criteria, and an evaluation rubric aligned to developer

Time-to-first-success: ~2–3 minutes from docs home to a working API call (measured
during the drill).
Cross-linking sample: ~2.5 “Related/See also” links per page on average across five
runtime pages we sampled (Streaming, Errors, Rate Limits, Caching, Batches).
Targets (proposal): raise cross-linking density to ≥3.2 within 60 days; maintain ≤3 minutes
onboarding while adding production-readiness links. (Targets to be validated with Anthropic
analytics/support data.)



outcomes.
Deliverable: one-page charter + measurement plan.

2) Evidence Sweep — Map the core doc set (e.g., Get Started, Errors, Rate Limits, Streaming,
Files/MCP/Tools, Release Notes). Capture quotes + URLs + timestamps for time-sensitive
claims.
Deliverable: source list (available on request).

3) Reproducible Drills — Execute focused tests that mirror real developer tasks.

4) Synthesis (AI-augmented, editor-led) — AI helps consolidate evidence; we assign
grades, set priorities, define timelines & metrics, and write before/after microcopy.
Deliverable: graded assessment + recommendations with priority, effort, success metric.

5) Quality Gates — Primary-source verification; remove anything unsourced. Verify dates,
model IDs, headers; ensure each section follows Strengths → Gaps → Recommendations.
Deliverable: QA checklist pass.

Role of AI vs human judgment.

Primary-source discipline.
We anchored assertions in Anthropic’s public documentation and excluded any point we could
not tie to a current page. The complete URL list can be provided upon request.

Takeaway.
The blueprint ensures rigor and repeatability. It explains why the results are defensible even
when produced in a structured session.

3) ASSESSMENT APPROACH FOR ANTHROPIC —
What We Did for You

Zero → First Call: clicks/steps/time; friction notes.
Incident Recovery: guidance for 529/429, long requests, SSE-after-200, request-id
usage found in docs only.
Feature Discoverability: navigation depth to 2025 features (Files API, MCP connector,
Code Execution tool, fine-grained tool streaming, citations).
Deliverable: drill logs and observations.

AI (accelerator): speeds up evidence compilation and first-pass drafting.
Human (architect): designs the method, verifies facts, makes trade-offs, and authors
strategy.
We are explicit about this division of labor and do not include claims that can’t be sourced.



Scope and success criteria (this assessment).

Drills executed (this assessment).

Evidence and verification (this assessment).
We relied on Anthropic’s publicly available documentation. For any time-sensitive detail (e.g.,
model IDs, release timing, headers), we checked the current page and omitted anything we
could not confirm.

Grading rubric and metrics applied (this assessment).

Takeaway.
We applied one consistent method to your doc set, recorded observations directly from your
public pages, and produced actionable recommendations with measurable targets.

4) QUALITY ASSURANCE & VALIDATION — How
We Ensure Accuracy
Accuracy practices used in this assessment.

Scope: Documentation & developer experience only (not model quality or pricing).
Criteria: accuracy; time-to-first-success; incident recoverability (clarity for 529/429, long
requests, SSE-after-200); feature discoverability for 2025 launches; change-management
clarity; surface i18n cues.

Zero → First Call: measured clicks/steps and timed the path to a working call.
Incident Recovery: located guidance to distinguish and respond to 529 vs 429, handle
long requests, and recover when streaming fails after HTTP 200.
Feature Discoverability: navigated to Files API, MCP connector, Code Execution tool, fine-
grained tool streaming, and citation features from main navigation.

Category grades (Onboarding; Error/Failure Guidance; Feature Coverage/Discoverability;
Incident Response; API Reference; Integrations; i18n).
Metrics used and observed:

Time-to-first-success: ~2–3 minutes during the drill.
Cross-linking sample: ~2.5 related links/page across the five runtime pages we
sampled.

Targets (proposal): cross-linking ≥3.2 within 60 days; maintain ≤3 minutes onboarding
while adding production-readiness links. (Targets to be validated jointly with Anthropic
analytics.)



Risk mitigation (applied and ongoing).

Methodology validation status.

Ethical AI use (this assessment).
AI was used as an accelerator for evidence gathering and drafting. We designed the method,
verified the facts, and authored the strategy. Unsourced claims were not included.

Takeaway.
Our controls are designed to keep the analysis accurate, transparent, and reproducible—
and to make it easy to re-run as your docs evolve.

5) STRATEGIC VALUE & REPEATABILITY — What
This Enables Next
Business impact and ROI (how FFDX helps).

Primary-source verification: assertions tied to current Anthropic documentation;
unsupported items excluded.
Line-level checks: dates, model IDs, request/response headers, and streaming caveats
verified on-page.
Template consistency: every category delivered as Strengths → Gaps →
Recommendations (priority, effort, metric).

Recency drift: re-check time-sensitive pages before delivery; note date of access.
Hallucination risk: rely on direct quotes/summaries from docs; omit anything we can’t
confirm.
Prompt fragility: use stable prompts; keep manual fallback for each step.
Depth concerns: FFDX is strategic oversight; where deeper usability insight is needed,
we recommend a follow-on validation with developers.

Factual status: This FFDX run was applied to Anthropic’s public documentation.
Planned next step: Apply the same rubric to additional doc sets and publish benchmarks
(e.g., typical cross-linking ranges, time-to-first-success distributions) with confidence
intervals. We will update targets in collaboration with your team once baseline
measurements are established.

Faster, consistent decisions: one method, consistent outputs—so prioritization is faster
and less subjective.
Actionable upgrades: recommendations include priority, effort, and success metrics,
enabling immediate planning.



Quarterly repeatability (how we sustain it).

Competitive advantage (why system beats ad-hoc).
A repeatable, transparent method reduces subjective debates and turns documentation into an
improvable system—well aligned with Anthropic’s values of safety, transparency, and
principled processes.

Next steps (practical, scoped).

Takeaway.
Adopting FFDX gives Anthropic a sustainable, evidence-based practice for improving
developer documentation—clear metrics, clear ownership, and clear outcomes.

Notes on scope & limitations

Measurable progress: track time-to-first-success and cross-link density over time;
align with support metrics when available.

90–120 minute re-run cadence: refresh sources, re-execute drills, update observations,
and publish a concise diff vs prior quarter.
Maintain a living target sheet (e.g., cross-linking ≥3.2; onboarding ≤3 minutes) and adjust
as features evolve.

Establish a quarterly FFDX checkpoint with an internal owner.
Align on targets and baselines (we will coordinate with your analytics/support teams to
measure them).
Prioritize near-term improvements (e.g., unified incident guidance, cross-linking
additions, repo-backed quickstarts) and track movement against targets.

This assessment reflects the state of public documentation at the time of review.
Metrics listed as “observed” come from our drills; metrics listed as “targets” are proposals to
be validated with Anthropic’s telemetry and support data.
No claims have been made about areas we did not directly verify.


